
Solutions to Problem �.

a. Pr{Y = �} = Pr{Y = � and X = �} + Pr{Y = � and X = �} + Pr{Y = � and X = �}
= �
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≈ �.����

b. Pr{Y = � �X = �} = Pr{Y = � and X = �}
Pr{X = �} = Pr{Y = � and X = �}

Pr{Y = � and X = �} + Pr{Y = � and X = �} + Pr{Y = � and X = �}
= �
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c. pXY(�, �) is the probability that Professor Right is asked � question and answers � questions incorrectly, which is
impossible.

Solutions to Problem �.

a. �e pmf of M is

pM(a) =
�����������������

�.�� if a = �
�.�� if a = �
�.�� if a = �
� otherwise

b. �ese probabilities are given to us in the problem:

Pr{D = � �M = �} = �.�� Pr{D = � �M = �} = �.�� Pr{D = � �M = �} = �.��
c. Using the law of total probability:

Pr{D = �} = Pr{D = � �M = �}Pr{M = �} + Pr{D = � �M = �}Pr{M = �} + Pr{D = � �M = �}Pr{M = �}
= �.��(�.��) + �.��(�.��) + �.��(�.��) = �.���

Solutions to Problem �.

a. First, let’s compute

Pr{Z = �} = Pr{Z = � and M = �} + Pr{Z = � and M = �} + Pr{Z = � and M = �} = �.��
�e conditional pmf of M given Z = � is:

pM�Z=�(�) = Pr{M = � � Z = �} = Pr{M = � and Z = �}
Pr{Z = �} = �.��

�.��
= �
�

pM�Z=�(�) = Pr{M = � � Z = �} = Pr{M = � and Z = �}
Pr{Z = �} = �.��

�.��
= �
��

pM�Z=�(�) = Pr{M = � � Z = �} = Pr{M = � and Z = �}
Pr{Z = �} = �.��

�.��
= �
��

b. E[M�Z = �] = � ⋅ pM�Z=�(�) + � ⋅ pM�Z=�(�) + � ⋅ pM�Z=�(�) = ��
��

c. M and Z are not independent: if they were, we would have Pr{M = �} = Pr{M = � � Z = �}.
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